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How would you use 
AI in survey 
research?
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• Designing the survey 
instrument -- LLMs could help 
phrase the questions and 
pinpoint any inconsistencies
• Sampling  — LLMs could 
suggest appropriate samples 
and techniques for recruiting 
participants. 
• Data cleaning and 
management — LLMs could, 
perhaps, detect inconsistent 
and uniform selections, 
…identifying gibberish and 
spelling mistakes in open-ended 
responses.
• Data analysis - .. ChatGPT’s 
Code Interpreter plugin to 
automate data analysis
• Reporting and dissemination -- 
LLMs that can implement data 
science code could help 
facilitate this process.
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Needs prompts that 
include textbooks and 
good articles as context.

Given good prompting, 
certainly a valuable help.

Very good at translating 
to different reading 
levels.



10 survey questions to capture students' satisfaction

On a scale of 1-10, how satisfied were you with this class?

How relevant and useful did you find the content of the class for your academic and/or 
professional goals? (1 = Not relevant at all, 10 = Extremely relevant)

How effective was the instructor in delivering the course material? 
(1 = Not effective at all, 10 = Extremely effective)

How encouraged did you feel to participate and engage in class discussions? 
(1 = Not encouraged at all, 10 = Highly encouraged)

Were the provided class materials (e.g., textbooks, handouts, online resources) helpful in 
understanding the course content?
(1 = Not helpful at all, 10 = Extremely helpful)
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Here's a revised set of questions with explanations for each 
improvement based on insights from Schuman and Presser

On a scale of 1-10, how satisfied were you with this class?
Revised: How would you describe your overall satisfaction with this class?
Options: Very dissatisfied, Dissatisfied, Neutral, Satisfied, Very satisfied.

Explanation: A 5-point scale simplifies the choices and captures nuanced feelings. Avoiding numbers 
ensures that participants don't just choose a 'middle' number without giving it thought.

How relevant and useful did you find the content of the class for your academic and/or 
professional goals? (1 = Not relevant at all, 10 = Extremely relevant)
Revised: How would you rate the relevance of the class content to your academic or professional goals?
Options: Not at all relevant, Slightly relevant, Moderately relevant, Very relevant, Extremely relevant.

Explanation: Splitting relevance and usefulness makes it clearer and avoids confusion. Simplified options 
provide clarity.
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• We have designed a series of 4 sequential 
and empirical experiments aimed at learning 
how to create superprompts for LLMs to 
generate survey questions.

• The experiments consider components and 
formats of prompts including:

Experiment 1: Use of the keywords
“survey” and “response options/answer 
choices”
Experiment 2: Complexity of the prompt 
to include requests for clarifications and 
parentheticals in the survey stem and 
responses
Experiment 3: Controlling the reading 
level of survey items/response options 
output by the LLMs.
Experiment 4: Controlling the content and 
number of response options that are 
generated.

Trent Buskirk



Some High Level Findings – Buskirk et al. 2024
• We have completed experiments 1 and 2 and are processing those 

results now.  We are using a combination of Questionnaire Item 
Recommendations from Dillman, Smyth & Christian (2014) to guide 
our evaluation of outputs.

• High level learning from Experiment 1 has generated pretty clear
signals:
– Without using the word “survey” or “response options/answer choices” you 

get nearly 100% open-ended questions that appear more in third person and 
seem like college essay type questions.

– If you use the phrase “answer choices” without “survey” when requesting a 
question from LLMs you seem to more than not get Trivia or Quiz type 
questions.

– Including the word “survey” in the prompt generates mostly first-person 
oriented questions.

– Adding “response options” to “survey” seems to generate first-person, closed-
ended survey questions.  However, many of these are imperative statements 
rather than direct questions.



More Results SOON!

• We are compiling more results now and will present them at 
the AAPOR conference on 
May 16, 2024 @1:45pm in Room 222.

• Hope to see you there!

• tdbuskirk@odu.edu

mailto:tdbuskirk@odu.edu


LLMS AND SYNTHETIC SAMPLES
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A(I) Creating Data
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Von der Heyde, L., Wenz, A., & Haensch, A.-C. (2024, February 22). 
Artificial Intelligence, Unbiased Opinions? Assessing GPT’s 
suitability for estimating public opinion in multi-party systems. 
https://doi.org/10.17605/OSF.IO/5BRXD
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Figure 2: Average feeling 
thermometer results (x-axis) 
for different target groups (y-
axes) by party ID of 
respondent (columns). 
Average ANES estimates 
from the 2016 and 2020 
waves indicated with red 
triangles and one standard 
deviation indicated with thick 
red bars. LLM-derived 
averages indicated by black 
circles and thin black bars. 
Sample sizes for each 
group-wise comparison are 
identical. 

Bisbee, J., Clinton, J., Dorff, C., Kenkel, B., & Larson, J. (2023, May 4). 
Synthetic Replacements for Human Survey Data? The Perils of Large Language 
Models. https://doi.org/10.31235/osf.io/5ecfa



LLMS FOR IMPUTATION
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Figure 3: Each point describes the coefficient 
estimate capturing the partial correlation 
between a covariate and a feeling 
thermometer score toward one of the target 
groups, estimated in either 2016 or 2020. 
The x-axis position is the coefficient 
estimated in the ANES data, and the y-axis 
position is the same coefficient estimated in 
the synthetic data. Solid points indicate 
coefficients who are significantly different 
when estimated in either the ANES or 
synthetic data, while hollow points are 
coefficients that are not significantly different. 
Points in the northeast and southwest 
quadrants generate the same substantive 
interpretations, while those in the northwest 
and southeast quadrants produce differing 
interpretations. A synthetic dataset that is 
able to perfectly recover relationships 
estimated in the ANES data would have all 
points falling along the 45 degree line. 

Bisbee, J., Clinton, J., Dorff, C., Kenkel, B., & Larson, J. (2023, May 4). 
Synthetic Replacements for Human Survey Data? The Perils of Large Language 
Models. https://doi.org/10.31235/osf.io/5ecfa



LLMS AND MATRIX DESIGN
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DATA: 68,846 individuals’ 
responses to 3,110 questions 
collected for 33 repeated 
cross-sectional data between 
1972 and 2021 for fine-tuning 
the LLMs. Retrieved text 
content of GSS survey 
questions from GSS data 
explorer

Kim, J., Byungkyu, 
L., (2023, Nov 11). 
AI-Augmented 
Surveys: 
Leveraging Large 
Language Models 
and Surveys for 
Opinion Prediction
https://arxiv.org/ab
s/2305.09620
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For instance, rather than asking the 
same ten questions to a thousand 
participants, pollsters can 
disseminate twenty questions 
among the same thousand 
participants, each answering ten 
questions, and employ the model to 
infer individual responses to the 
remaining ten unasked questions. 
On the other hand, given our 
model’s remarkable ability to mimic 
human responses, even including 
biases, researchers can use it to 
refine their survey questions by 
systematically examining 
characteristics of questions that 
cannot be accurately predicted (e.g., 
poor question wording).

Kim, J., Byungkyu, L., (2023, Nov 11). AI-Augmented Surveys: Leveraging Large Language Models and 
Surveys for Opinion Prediction https://arxiv.org/abs/2305.09620



ML AND LLMS FOR CODING TASKS
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A(I)utomatization in Classification
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TOPCAT
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Ma, B.; Haensch, AC; Resnick P.; 
Kreuter, F. (2024): Topic-Oriented 
Protocol for Content Analysis of 
Text – A Preliminary Study

Machine: analysis large quantities of data at scale
Human analysts: interpretation informed by their 
expertise and their knowledge of the questions the 
analysis is intended to help answer. 

Human process is guided by the automatically 
proposed categories, it encourages inter-analyst 
reliability in the identification of categories. 



LLMS AS ANALYTIC ASSISTANT
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Data Donation

https://datadonation.eu/



LLMS AS INTERVIEWER
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• How and when should new communication 
technology be adopted in the interview 
process?

• What are the principles that extend beyond 
particular technologies?

• Why do respondents answer questions from a 
computer differently than questions from a 
human interviewer?

• How can systems adapt to respondents' 
thinking and feeling?

• What new ethical concerns about privacy and 
confidentiality are raised from using new 
communication technologies?
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A(I)utomatization in Data Collection
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Max Lang, 
LMU Munich
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LEVERAGING SURVEY RESEARCH  FOR AI
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Survey and Experimental 
Design
High effort prior to data 
collection

Automated Data
 Recording
 Low effort prior to data
 collection

Low-Dim. Measures

Survey Data

Text, Language

Images
Complex Processing and 
Analysis
High effort post data collection

IOT / High-Dimensional 
(Dirty) Digital Trace

Standard Processing
Low effort post data collection

Transparency is a Challenge
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BRINGING SURVEY METHODOLOGY TO MACHINE LEARNING 
Stephanie Eckman Christoph Kern, Jacob Beck, Bolei Ma, Rob Chew, Frauke Kreuter



Annotation Sensitivity
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Research design
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Testing Effects on Quality

• 3000 tweets (Davidson et al 2017)
• ~900 annotators from Prolific 

(Nov-Dec 2022)

• 50 tweets / annotator
• 3 annotations / tweet - condition 
• 15 total annotations / tweet



Order Effects

A

B

C

D

E

0%          20%         40%        
60%
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