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In recent years, the rise of social media platforms such as Twitter/X has provided social 
scientists with a wealth of user-content data, and there has been renewed interest in the 
utility of administrative records for increasing survey efficiency. Combining social media 
data, administrative records, and survey data has the potential to produce a 
comprehensive source of information for social research. These data are often collected 
from multiple sources and combined by probabilistic record linkage. For the analysis of 
these linked data files, advanced machine learning techniques, such as random forests, 
boosting, and related ensemble methods, have become essential tools for survey 
methodologists and data scientists. There is, however, a potential pitfall in the widespread 
application of these techniques to linked data sets that needs more attention. Linkage 
errors such as mismatch and missed-match errors can distort the true relationships 
between variables and adversely alter the performance metrics routinely output by 
predictive modeling techniques, such as variable importance, confusion matrices, 
RMSE, etc. Thus, the actual predictive performance of these machine-learning 
techniques may not be realized. In this presentation, I will describe a new general 
methodology designed to adjust modern predictive modeling techniques for the presence 
of mismatch errors in linked data sets. The proposed approach, based on mixture 
modeling, is general enough to accommodate various predictive modeling techniques in a 
unified fashion. I evaluate the performance of the new methodology with simulations 
implemented in R. I will conclude with recommendations for future work in this area. 
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